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T i m e : 3 Hours Max imum: 100 marks 

C o u r s e O u t c o m e s : T h e students wi l l be able to 

C O l understand the vector spaces, l inear independence, basis and i ts dimensions. 

C 0 2 analyse the l inear transformations and its applications through diagonalizabil ity. 

C 0 3 imderstand the orthogonality of vectors and the pupose of Gram-Schmid t process and least square 
approximations. 

C 0 4 apply numer ical methods to obtain exact solutions and approximate solutions to the system of 
l inear equations. 

C O S evaluate the eigenvalues and analyze the use of eigenvalues using numerical methods. 

B L - B l o o m ' s T a x o n o m y L e v e l s : L l - Remember ing; L 2 - Understanding; L 3 - Apply ing; L 4 -
Analys ing; L 5 - Eva lua tmg ; L 6 - Creat ing. 

Answer ALL questions. 

P A R T - A ( 1 0 X 2 = 20 M a r k s ) 

Q . N o Q u e s t i o n s M a r k s C O B L 

1. I s the set 1 ^ = { / ( x ) G PziM.) : / ' ( O ) = 2 } a subspace of P 2 ( K ) ? 2 C O l L 2 

2. A r e the vectors (3 , 2 ) , ( - 2 , 2 ) and ( - 1 , - 2 ) generates M^? E x p l a i n . 2 C O l L 2 

3. Suppose that T : _^ is l inear, r ( l , 0 ) = (1 ,4 ) and r ( l , 1) = 
( 2 , 5 ) . W h a t is T ( 2 , 3 ) ? 

2 C 0 2 L 2 

4. F i n d the coordinates of the vector (7 ,4 ) w i t h respect to the basis 
(2 ,1 ) and ( 3 , 1 ) . 

2 C 0 2 L 2 

5. Sta te true or false w i th explanation. E v e r y subset of wh ich con­
tains the zero vector is orthogonal. 

2 C 0 3 L l 

6. L e t V be an inner product space. T h e n for all x,y € V, prove that 
\\x + yf + \\x-yf = 2{\\xf + \\yf). 

2 C O S L l 

7. Wr i te any two differences between the direct methods and i terat ive 
methods for solving the system of l inear equations. 

2 C 0 4 L l 

8. E x p a l i n the Cholesky decomposition method. 2 C 0 4 L l 

9. Is Jacob i rotat ion method applicable to al l matr ices? Why . 2 C O S L l 

10. 

/ - 2 0 0^ 

F i n d the singular values of the ma t r i x 0 1 0 

\  0  1 ^ 

2 C O S L 2 

I 



P A R T - B ( 5 X 13 = 65 M a r k s ) 

Q . N o Q u e s t i o n s M a r k s C O B L 

l l , ( a ) ( i ) . Check wliether {l + 5x + 3x'\ + 2x'^, 6x^} is a basis for P2{R), 
where P20^) is the set of a l l polynomials of degree atmost 2. 

7 C O l L 4 

( i i ) . Le t 5 be a l inear ly independent subset of a vector space V, and 
let w be a vector in V that is not i n S. T h e n show that S U { i ' } is 
l inearly dependent if and only i f v G span{S). 

6 C O l L 3 

( O R ) 

(b) ( i ) . I s V = 1 
spect to the u,< 
i n detai l . 

( 2x y\
: a;, 2/ € M > a vector space over R w i t h re-

\^x + y 3yJ J 
3ual ma t r i x addit ion and scalar mult ipl icat ion? E x p l a i n 

7 C O l L 4 

( i i ) . L e t y be a vector space and l i i , U 2 , . . . , Un be distinct vectors in 
V. T h e n prove that /3 = { u i , U2, . . - ,« •«} is a basis for V i f and only 
i f each v e V can be uniquely expressed as a l inear combination of 
vectors oi ^. 

6 C O l L 3 

12, (a) L e t W ~ {{xi,X2,xs) : xs = xi + X2} be a subset of Ep. Suppose 
T : ]R2 -> W is defined by T(xi,X2) = {xi +X2,xi~ 2x2,2,xi - .T2)-
Determine whether T is hnear and bijective transformation. F i n d the 
bases for N{T) and -R(T ' ) . Ver i fy the dimension theorem. 

13 C 0 2 L 5 

( O R ) 

(b) Us ing diagonaUzation, solve the system of equations 

y't = 4i/i - yr, y'2 = - 2 ^ 1 + y2 ys = - 2 y i + y^. 13 C 0 2 L 5 

F i n d the solution that satisfies the in i t ia l conditions t/i(0) = — 1 , 
j /2(0) = 1 and 2/3(0) = 0. 

13,(a) ( i ) . App l y the Gram-schmidt process to tra,nsform the basis vectors 
{ ( 1 , 1 , 1 ) , ( 0 , 1 , 1 ) , ( 0 , 0 , 1 ) } w i th the standard inner product of R'̂  into 
an orthonormal basis vectors. 

8- C 0 3 L 4 

( i i ) . L e t V is an inner product space. T h e n for al l x,y,z € V and 
c e F, show that {x,y + z) = {x, y) + {x, z) and (rr, cy) =^ c {x, y). 5 C 0 3 L 3 

( O R ) 

(b) ( i ) . State and prove Cauchy-Schwarz inequali ty and triangle inequal­
i t y 

8 0 0 3 L 4 

( i i ) . Le t W be the set of a l l vectors on the plane x — 3y + z = 0. F i n d 
the basis and dimension of the orthogonal complement of W. 5 C O S L S 

14. (a) ( i ) . Solve the system of l inear equations x + y + z —'6, Zx + Sy + iz ~ 
20, 2x + y + 3z = 13 using Gauss lehmination method w i th par t ia l 
pivoting. 

7 C 0 4 L 4 

( i i ) . Use S O R method w i th tu = 1.25 to solve the system of equations 
4x + 3y== 24, 3a; + 4y - ^ 30, -y + Az - - 2 4 . 

6 C 0 4 L 4 

( 0 ^ ) 



( i ) . Us ing L U decomposit ion method, solve the sj^stem of equations 7 C 0 4 L 4 
= 1 ; 4x1 + 3x2 - X3 = 6; 3xi -1- 5x2 + 3x3 = 4. 

( i i ) . Solve the system of equations 2x+ y +z — b,2>x+ hy-\-2z = 15, 6 0 0 4 L 4 
2x + y + Az = 8 by Gauss - Seidal method wi th the in i t ia l approxi-
mations x = 0, y = 0,z = 0. 

(z 0 - 3 ^ 

15,(a) F i n d the singular value decomposition of the mat r ix 2 0 - 2 13 C 0 5 L 5 

6̂ 0 , - 6 ^ 

( O R ) 

(b) ( i ) . Us ing Jacobi 's rotat ion method, f ind a l l the eigenvalues and 

6 0 0 5 L 4 
eigenvectors of the ma t r i x 0 - 2 0 

0 b) 

( i i ) . F i n d the smallest eigenvalue and the corresponding eigenvector 

(2 - 1 0 

of the mat r i x - 1 2 - 1 using inverse power method. L e t the 7 0 0 5 L 5 

0 - 1 1 ) 
in i t ia l approximat ion be (1 , 0 , 0 ) . 

P A R T - C ( 1 X 15 = 15 M a r k s ) 

Q . N o Q u e s t i o n s M a r k s C O B L 

16. ( i ) . L e t T be a l inear operator on defined by 

r ( a i , a2, as) = (4a i + as , 2a i + 3a2 + 2a3, a i + 403) 8 0 0 2 L 3 

Determine the eigenspace corresponding to each eigenvalue and check 
T for diagonahzabil i ty. 

^ !• 2 2^ 

( i i ) . F i n d the Q R decomposition of the mat r i x 
- 1 1 2 

0 0 5 L 4 ( i i ) . F i n d the Q R decomposition of the mat r i x 
- 1 0 1 

1,1 1 2J 

3 


